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In this essay, I will examine the significance of a range of paradoxes (such as
semantic, set-theoretic, sorites paradoxes) for a number of different philosophical
issues concerning logic, including the choice of a logical system, the epistemology
of logic, and the boundary–if there is one–between logical and non-logical con-
cepts.

The semantic, set-theoretic and sorites paradoxes are seemingly valid argu-
ments from seemingly true premises to seemingly untrue conclusions. These ar-
guments are paradoxes because there seems to be no obvious resolution to any of
them. Each paradox gives rise to some small set of seemingly true principles which
are jointly unsatisfiable. As such, paradoxes are fertile ground for the development
of new ideas, because each different resolution, rejecting some one of the seem-
ingly true principles to resolve the tension, has what seems to be good reasons in
its favour—the other principles, each of which also seems to be true.

There are a small number of logical notions that play a role in many paradoxical
proofs (the conditional, negation, etc.), and there are also a number of different
non-logical notions (the truth predicate, set/class membership, reference, as well as
vague predicates), which also play a role in these paradoxes. The question naturally
arises for logic—is there any reason to keep logical constants and quantifiers fixed,
or should we revise them in the wake of the paradoxes?

This is one significant divide in the history of discussion of the paradoxes, be-
tween those approaches that are logically revisionist, and those that are not. In
this essay, I will examine revisionist responses to the paradoxes from perspectives
of proof-first and model-first approaches to logic, since both approaches have given
rise to different revisionary proposals.
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discussions about this draft and the ideas discussed therein. ¶This is a draft of chapter to appear in
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Steinberger (eds.), The Oxford Handbook of the Philosophy of Logic.
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Finally, with these different revisionary approaches on the table, together with
the logically “conservative” approach of keeping logic fixed and responding to the
paradoxes by attending to the so-called non-logical notions in use in the paradoxical
derivation, we can examine in more detail the different reasons you might have
(whether the approach is exceptionalist or anti-exceptionalist [26, 52]) for choosing
a revisionist or conservative approach. We will see how all four combinations of
revisionist or conservative, and exceptionalist or anti-exceptionalist are possible
avenues for responding to the paradoxes.

1. the paradoxes

Here is one version of the Liar Paradox:

Consider a sentence that says of itself that it is not true:

(λ): (λ) is not true.

Suppose first that this sentence is not true. Then, since this is what
it says, it is true after all. So supposing that (λ) is not true, we can
conclude that (λ) is true. But if (λ) is true, then what (λ) says is the
case. And what (λ) says is that it is not true. So (λ) is not true. But
this contradicts what we had already concluded, namely that (λ) is
true. [15, p. 321]

One delightful but infuriating feature of the Liar paradox is that it is so simple. We
can reach a contradictory conclusion from a small number of inferences, each of
which seems unproblematic when considered on its own. I spell the principles out
in detail here, and then I will show how they combine to produce the argument to
the contradictory conclusion.

¬A A
¬E

⊥

[A]1

Π
⊥

¬I1

¬A

a = b Fa
=E

Fb

A
T I

T⌜A⌝
T⌜A⌝

TE
A

Each of these rules has the virtue of isolating one single connective, operator or
predicate, and describing some facet of what we can do with that notion, either
as an elimination rule, which shows what follows from the use of the notion, or an
introduction rule, which spells out how we might be in a position to conclude a claim
using that notion.

Negation elimination (¬E), according to which, a statement A and its negation ¬A

are contradictory.
We can understand the ¬E rule as follows: if we manage to prove ¬A and also
prove A (from various assumptions), we can treat the proof up to this point as a
refutation of one or other of our assumption we have appealed to on the way to this
dead end. We mark refutations, in this sense, with the special conclusion marker
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⊥, which need not be understood as a formula, but could be reserved as a special
kind of ‘punctuation mark’.1

Negation introduction (¬I), according to which, you can prove a negation ¬A by first
assuming the negand A and deriving a contradiction from this assumption.
So, if I do reach a dead end in my reasoning (by reaching a contradiction), I can
look among the assumptions and choose one and blame that. Since A cannot hold
(along with the other assumptions), then given the other assumptions, we have
¬A.2

Identity elimination (=E), the principle of “indiscernibility” of identicals. If a and
b are identical, then any feature of a is a feature of b.
The identity rule is about identity, and nothig else. The F in this rule stands in for
any predicate, but we will apply =E only in the case of the truth predicate, in the
liar paradoxical proof.

Introduction for the truth predicate (T I): you can infer T⌜A⌝ from A.

Elimination for the truth predicate (TE): you can infer A from T⌜A⌝.
The truth rules are simple, too, except they use the notion of quotation. For every
sentence A we take ourselves to have a singular term ⌜A⌝, which is a device by
which we can mention the formula A rather than using it, as we do when A occurs
in a proof unadorned by these corner quotes. While A is the kind of thing we can
assume in a proof, and we can prove or disprove, conjoin with something else, etc.,
⌜A⌝ is something of which we can predicate properties. In our formal grammar, A
is a sentence which we can use to assert something. ⌜A⌝ is a singular term which
refers to an object, namely, the sentence A.

With the grammar understood, the truth rules allow us to introduce quotation
names and the truth predicate in one inference, and to reverse this inference. The
connections between using a sentence and predicating truth of it is familiar: if
2 + 2 = 4 then ⌜2 + 2 = 4⌝ is true. Conversely, if ⌜2 + 2 = 4⌝ is true, then
2 + 2 = 4.

* * *

Using these five rules alone, we can start from the assumption that we have a sen-
tence λ which says of itself that it is not true (i.e., some λ where λ = ⌜¬Tλ⌝),
and we prove a contradiction using only the five inference principles we have seen

1This is how the negation rules are treated in Tennant’s Natural Logic [68], as one example.
2With this understanding,⊥ need not be a formula and could be taken to be a structural feature

of proofs, but nothing will hang on this interpretation of⊥ in this chapter. (Neil Tennant treats the
contradiction marker in this way in his Natural Logic [68]. There it is written ‘♯’.)
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above:

λ = ⌜¬Tλ⌝ [Tλ]1
=E

T⌜¬Tλ⌝
TE

¬Tλ [Tλ]1
¬E

⊥
¬I1

¬Tλ

λ = ⌜¬Tλ⌝

λ = ⌜¬Tλ⌝ [Tλ]2
=E

T⌜¬Tλ⌝
TE

¬Tλ [Tλ]2
¬E

⊥
¬I2

¬Tλ
T I

T⌜¬Tλ⌝
=E

Tλ
¬E

⊥

So, if a proof of a contradiction counts as a refutation of the assmptions granted in
the proof, then either we are to reject the initial (and only remaining) assumption,
that λ = ⌜¬Tλ⌝, or one of the five inference principles is to be rejected. This is the
lesson of such a paradoxical argument, and the benefit of such a sharp and precise
proof to such a repugnant conclusion is that we have a map of the territory of dif-
ferent responses to the liar paradox. The most obvious way to classify responses to
the paradoxes is in which kind of rule is rejected. In the case of the liar paradox, is
fault to be found in the rules concerning the truth predicate (in T I or TE, or in the as-
sumption that there is such a λ where λ = ⌜¬Tλ⌝), or is the blame to be laid on the
so-called logical principles (here, the negation rules or the identity rule)? So-called
‘classical’ theories of truth in which either self-reference is banned [65, 66], or the
truth rules T I/E are either restricted or reinterpreted [22,23,27,28] differ from ‘re-
visionary’ theories of truth where the truth rules hold unrestrictedly and restric-
tions are placed on either the negation rules or the identity rule [2, 3, 16, 32, 46].
However, before we attempt to understand the costs and benefits of taking up a po-
sition on any particular territory on this map, we would do well to consider other
paradoxes, for similar considerations apply the different notions in use in those
paradoxe.

* * *

Curry’s paradox [13,39] is formulated not using negation, but using the conditional.
In Curry’s original formulation [13], an arbitrary conclusion is proved given an
item that serves as a fixed point for operations on propositions. One way to pro-
vide a fixed point is to use the truth predicate and the identity predicate, as we did
with the liar paradox. Here, instead of using the concept of truth, I will consider of
property possession, to give an example of another way that fixed points might arise.3

3I describe all of this in terms of properties and exemplification rather than classes and membership, as
is familiar from Russell’s paradox concerning the class of all classes that are not members of them-
selves, but the reasoning would be the same in either property-theoretic or class-theoretic dress.
Classes satisfy an extra condition, extensionality, not satisfied by properties. If C and D are classes
with exactly the same members, then they are identical; while P and Q might be distinct properties
exemplified by exactly the same items. The class of equiangular triangles in the Euclidean plane is
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Some very plausible rules of property exemplification go like this: ifA(t)holds,
then t exemplifies the property ⟨x : A(x)⟩. We write this, ‘t ε ⟨x : A(x)⟩’. And
conversely, if t exemplifies the property ⟨x : A(x)⟩ then we also have A(t). These
are the introduction and elimination rules for property exemplification. The green
things are all and only the things that exemplify the property of being green.

[A]1

Π
B →I1

A → B

A → B B →E
B

A(t)
εI

t ε ⟨x : A(x)⟩
t ε ⟨x : A(x)⟩

εE
A(t)

We work with a very simple property. We choose an arbitrary proposition p and
consider this property: being a thing such that if it exemplifies itself, then p. For
short, we call this property c, which is short for ⟨x : x ε x → p⟩. The εE and εI

rules when applied to c ε c have a very interesting structure. We have:
c ε c

εE
c ε c → p

c ε c → p
εI

c ε c

With these instances of the ε rules, we can reason as follows:

[c ε c]1
εE

c ε c → p [c ε c]1
→E

p
→I1

c ε c → p

[c ε c]2
εE

c ε c → p [c ε c]2
→E

p
→I2

c ε c → p
εI

c ε c
→E

p

The result is a proof of the proposition p, which was whatever proposition we cared
to choose in the first place. We can prove anything we like, from no premises at all.
This proof has a remarkably similar structure to the liar paradoxical proof, but it
uses none of the same inference rules. This means that the lessons learned con-
cerning the paradoxes cannot be confined to the behaviour of an individual logical
constant (say, negation) or a single predicate (say, the truth predicate). If Curry’s
paradox, concerning property abstraction, is the same kind of problem as the liar
paradox concerning truth, under a different guise, then we have an opportunity
to refine our diagnosis, to give a more general account that can give insight into a
wider range of settings.

This point can be pushed much further. Class theoretic paradoxes can be formu-
lated in languages in which the only notions in play are the identity predicate and
class abstraction itself [25, 55].4 Thankfully, some of diagnoses of the liar paradox

exactly the same as the class of equilateral triangles in the Euclidean plane. However, the property of
being an equilateral triangle need not be identical to the property of being an equiangular triangle.
Since extensionality is not involved in Curry’s paradox, we need not worry about whether we are
reasoning about classes or properties.

4The Hinnion–Libert paradox is easy to state: consider the class Hp, defined as {x : {y : x ∈ x} =

{y : p}}. Using only =E,∈I/E and a simple extensionality rule, we can derive p, with no other logical
vocabulary entering into the proof [55].
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given above do generalise in a relatively natural way, beyond a focus on negation
or on the truth predicate alone.5

* * *

Consider a coloured strip, shading gradually and evently from red on the left to
green on the right [30]. Divide the strip into ten thousand evenly sized patches,
labelled 1 to 10 000 from left to right. For each n from 1 to 10 000, consider the
claim pn, that patch number n looks red (to me). The first claim, p1, is true. The last
such claim, p10000 is false, since patch 10 000 does not look red to me, it looks
green. The claim p1 → p2 also seems true, because patches 1 and 2 look indis-
tinguishable to me. Each claim of the form pn → pn+1 seems just as true as
p1 → p2, since the strip shades evenly from red to green, with no sharp changes
in observable colour, and we chose so many subdivisions, that patch differs from
its neighbours by at most a tiny difference, and my powers of visual discrimination
are limited. So, each of the premises of this argument seem true, but the conclu-
sion seems false.

p1, p1 → p2, p2 → p3, ..., p9 999 → p10 000.
Therefore, p10 000.

Unfortunately, we can reach the seemingly false conclusion from the seemingly
true premises using the single inference rule→E. Our range of options seems very
narrow indeed. If we are to reject the conclusion then either we accepte that the
argument is valid and we find some way to deny that the premises all hold, or we
reject the validity of the argument.

Rather than exploring the range of options available in response to the sorites
paradox, we will take stock and with the different semantic paradoxes and the
sorites paradox in mind, we will return to start to map out the territory of different
responses to such paradoxes, and their philosophical significance.

The first thing to notice is that these paradoxes are genuinely paradoxical. There
is not an obvious fall-back position to take, there is not an obvious contender for an
invalid principle or false premise. Furthermore, for the everyday user of the con-
cept of truth, or property possession, or the possessor of vague predicates, the ev-
eryday response is to be puzzled by the paradoxes, to recognise that we can get into
trouble if we reason in that way, and to retreat to the more everyday uses of these
notions where paradox does not threaten, insofar as such a retreat is possible. The
general issue of charting the boundaries of the extensions of vague predicates is
only pressing for the philosopher who wants to know how use these notions in gen-
eral, to understand whether the rules for inference are unrestrictedly valid, and if

5For further discussion of some of the considerations around the costs and benefits of unifor-
mity in diagnoses of the paradoxes of self-reference, see the critical discussion [47, 53]. (Although
published earlier than [47] paper, [53] was written partly in response to an earlier version Priest’s
paper, which was presented at the 1991 Australasian Association for Logic conference.)
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not, how they could be replaced with other principles which fare better.6 For those
of us who care about the rules of logic, or of truth, or properties, or the semantics
of other predicates in our language (whether vague ones or not), addressing the
paradoxes at this level of generality is a pressing matter. For everyday language
users, it is not.

So, to keep our philosopher hats on, let’s look at these inferences and see how
we might characterise different solutions that have been offered for these para-
doxes. One broad distinction that can be drawn is between the inferences in these
paradoxical arguments that trade on the behaviour of the logical connectives, quan-
tifiers and identity, and the inferences and premises involving particular non-logical

notions–truth, class, property, and vague predicates. The distinction between the
logical and the non-logical may be substantial (perhaps the logical notions are topic
neutral and the non-logical ones are not [1]; perhaps the logical principles are for-
mal in a way that the other principles are not [34], perhaps there are other ways to
draw this boundary [61]), but maybe the differences, if any, are a matter of degree
and not of kind. Even if there is no substantial difference between the kinds of
features represented by logical vocabulary as opposed to non-logical vocabulary,
perhaps certain kinds of logical vocabulary (such as the conditional and the uni-
versal quantifier) plays a distinctive role in our own conceptual schemes that de-
serves marking out as distinct [18,40]. We need not take a stand on the logic/non-
logic boundary except to note that the distinction is worth marking on pragmatic
grounds, since various approaches to the paradoxes can be usefully characterised
in terms of the way they treat concepts on either side of this boundary.

2. logically “conservative” responses

Logically conservative approaches do not revise the negation or conditional or
identity rules in our paradoxical proofs. They take each paradoxical proof to teach
us some lesson concerning the non-logical concepts exploited therein. This is a
constraint on our theory of truth, sets, types, etc., and our account of vague pred-
icates.

truth If we do not tinker with the negation rules and the identity rule in the liar
paradoxical proof, then if we are to resist the contradictory conclusion, we must re-
ject either the premise to the effect that there is something (λ) that is the claim that
λ is not true, or we must reject one of the rules T I or TE. Responses in this vein have
a long history. Medieval analyses of the liar paradox fall in this category, though it
is anachronistic to call them ‘classical’ in any sense. Still, for logicians such as John
Buridan or Thomas Bradwardine, it is the T introduction rule that is to be rejected.
There are liar propositions that say of themselves that they are not true, and it is
correct to conclude that indeed, they are not true. However, it doesn’t follow from

6Of course, the boundaries of certain vague predicates, such as ‘person’, ‘alive’, ‘murder’, ‘inten-
tion’, and so on, raise important ethical and legal issues, which are of concern not only for philoso-
phers. Nonetheless, we find a way to navigate with these terms without a settled theory of how they
work.
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that conclusion that the original liar sentence is true [51]. The liar proposition is
self-contradictory (and hence false) while the other judgement, to the effect that
the liar is not true is not self-contradictory. For some judgement to be true, it is
necessary for everything it says to hold, and the liar sentence not only says that it is
not true, it also (as all sentences implicitly do) says of itself that it is true, and so, it
cannot be true. It is simply false, and the derivation is blocked at the T I step.

Now, this medieval analysis of the liar paradox has fallen out of favour, and
other approaches to the truth predicate have taken centre stage. The most famous
is Tarski’s own account of the truth predicate, according to which a truth predi-
cate can be added to any sufficiently defined language, provided that we respect
the distinction between the original language and the new metalanguage, intro-
duced with the addition of the T-predicate. Here, we can keep the T I and TE rules,
provided that we respect the synactic distinction: the sentence A must come from
the original language and the truth predication T⌜A⌝ is not a sentence from the
original language but from the metalanguage. The two rules can survive as a defini-

tion for how we assign the extension of T in the newly expanded language [65, 66].
No paradox threatens, because the distinction between language and metalan-
guage ensures that there either there is no sentence λ satisfying the constraint that
λ = ⌜¬Tλ⌝, or if there is, it must be a sentence purely of the metalanguage and
not of the object language, and so there is no guarantee that the T I and TE rules
apply to it, since these are guaranteed only when T is applied to sentences of the
object language.

This restriction of truth to some metalinguistic device that applies only to sen-
tences of a prior language is, perhaps, overly restrictive [32]. We seem to be able
to apply the truth predicate more liberally to sentences where no rigid distinction
between language and metalanguage is in force, and where there are reference cy-
cles [32], or even unending chains of reference [82]. So, richer classical accounts of
the logic of truth seek to provide a semantics for the truth predicate in which sen-
tences like λ are allowed, and for which many, but not all, of the instances of the
rules T I and TE are admitted. This can be attempted in various ways [22,23,27,28],
and the details do not need to detain us here. Suffice it to say that there are a range
of different priniciples proposed to allow for many of the instances of T I and TE,
without admitting all of them. Finding prinicpled reasons to reject some instances
while accepting others is a difficult matter, and it is fair to say that no consensus
view has emerged.

sets The situation for a classical response to the paradoxes is very different in the
case of Russell’s Paradox concerning sets and set memberships. Here, the strong
set-theoretic principle (the set comprehension scheme), to the effect that for any pred-
icate ϕ(x) there is a set {x : ϕ(x)} consisting of all and only the objects satisfy-
ing the predicate, was immediately rejected by the mathematical community once
Russell’s paradox came to light. The orthodoxy in the mathematical community
settled around a different account of set rather quickly, and it was one which sys-
tematically and decisively rejected not just some instances of the set comprehen-
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sion scheme, but to reject it in its entirety, in favour of much more modest prin-
ciples of set formation [24, 45], now understood as the cumulative hierarchy. You
cannot conjur a set out of thin air merely as the extension of any predicate (that
way lies paradox), but the ground is much safer if we have more modest principles
of set construction, starting with the empty set, the formation of unions, subsets,
power sets, and an infinite set–all principles that have stood the test of time in
mathematical reasoning about sets. The result is a theory of sets that, while there
is disagreement around the edges concerning how far the theory should be devel-
oped, the resulting family of axioms (Zermelo Frankel set theory, with the Axiom
of Choice, or zfc) is the centre of a striking consensus of a consistent view of sets
and their features.

This does not, of course, mean that there are no questions when it comes to
the correct theory of sets, if indeed there is a single best correct theory to be found.
Although, we do not think of the family of all non-self-membered sets as forming a
set–it cannot be, since on the zfc picture of sets, no sets are self-membered, so this
is the family of all sets whatsoever, and on the picture of the cumultative hierarchy,
there is no set of all sets–we do talk of the class of all such sets. It is straightforward
to think of classes as a layer ‘above’ the cumultaive hierarchy of sets, but once we
do this, it is hard to see where to stop, and have levels of classes containing earlier
classes, etc. If our job is to do everyday mathematics with sets, there is no need to
spend any time at these dizzying heights, but if our desire is to understand how to
understand sets, it would be good to have a principled answer to the question of
where the hierarchy of sets (and classes, if there is one) stops, and why it does so.

properties and types However, perhaps talk of classes as super-sized sets is not
the correct way to think of the family of all sets. We have another way to think
about such things, and this is through talk of properties. We saw, in the discussion
of Curry’s paradox that we also cannot identify a unique property ⟨x : ϕ(x)⟩ cor-
responding to any extension: at least, we cannot do so and treat properties them-
selves as objects which can also have properties, as the inferences εI and εE im-
plicitly allow when understood in a first-order language. The consensus classical
treatment of such property paradoxes is relatively straightforward. We may talk of
properties if we like, and allow that for any predicate ϕ(x) there is a property of
being an x such that ϕ(x). However, this ‘there is a property’ should not be under-
stood as a first-order quantifier, but is better understood one level up, as a second-
order quantifier. The following second-order property abstraction scheme:

∃X∀x(Xx ↔ ϕ(x))

is not only consistent, it is a valid theorem of second-order logic. If we think of
properties (or at least, properties in-extension) as the domain of the second or-
der quantifier, then there we have retained the spirit of the judgements εI and εE,
while rejecting the paradoxical consequences, for just as with Tarski’s account of
truth, the level distinction between first-order and second-order quantifiers en-
sures that the paradoxical property (of being an x where x ε x implies p) can-
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not arise, since properties are not the kinds of things that can apply to themselves.
Second-order properties apply only to first-order objects.

Insofar a second-order logic is accepted, there is a great deal that one can do in
this vocabulary, consistently, and without being subject to paradox [59], retaining
the spirit of the property application conditions consistently, at the cost of a type
distinction. However, some small worries remain, because the type discipline of
second-order (or higher-order) logic is hard to maintain in general, since proper-
ties themselves have features, and some features seem to be shared across levels. A
relation R is said to be symmetric if whenever Rxy then Ryx. This definition makes
sense whether we think of R as a property1 (applying only to first-order objects) or
a property2 (applying to properties1), or an even higher order property. It seems that
symmetry could be undersood as a level-ambiguous feature of properties, which can
be had at any level of the hierarchy, but what kind of property is that?

As with sets and truth, we can find a coherent classical core of the idea, where
in this case (as with truth) the safety is found by a type or level distinction, but how
far from that safe centre we should stray is an open question. We will see that the
situation is nothing like this when it comes to vagueness.

vagueness A logically “conservative” approach to the sorites paradox will accept
the validity of the sorites argument and hence to reject the set of premises by means
or other (in the case where the conclusion is to be rejected, at least), since the argu-
ment form is nothing more than an extended modus ponens. Recall, though, that in
sorites arguments of the form discussed above, each of the premises are designed
to be (individually, at least) hard to deny. In any classical two-valued model, each
sentence pn (“patch n looks red to me”) is assigned either true or false, and lest they
all be true, there will be some pair of adjacent patches where the model represents
one as looking red to me and the other as not looking red to me. However, the setup
is designed to make each patch indistinguishable from its immediate neighbour.
So, any two-valued counterexample seems to diverge from the datum of indistin-
guishability of adjacent patches.7

So, if diverging from the datum of indistinguishability is unpalatable, one nat-
ural reaction involves expanding the picture of semantic evaluation to allow for
more than the two values of “true” and “false”: logics with truth-value gaps, or a
whole panoply of degrees of truth might provide ways to understand the sorites
paradoxes [5, 57, 63]. To do this, is to be revisionary, to at least some degree, on
logical grounds, so I will defer discussion of these approaches to the next section.

On the other hand, we may attempt to retain the classical two-valued semantic
picture but preserve the intuition of indistinguishability (or the so-called tolerance

principles concerning vague predicates), by taking the relationship between truth
simpliciter and truth-in-a-model to be looser than a one-to-one correspondence
between boolean models and reality. Perhaps the everyday description “looks red
to me” should not be modelled by a two-valued cut on the domain of the model,

7One option, of course, is to reinterpret the datum as epistemicists do, by distinguishing x being

red, x looking red and knowing that x looks red, and exploiting these differences in creative ways [75].
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but by a range of equally acceptable cuts [17, 29, 71, 80, 81]. Perhaps each two-
valued model represents a way to represent a sharp analogue to the vague predi-
cate “looks red”. Truth in any individual model adheres to classical logical stric-
tures, but truth simpliciter (however this is to be defined) may diverge from those
strictures in ways which might respect tolerance judgements better than truth-in-
a-model does. For example, if there is a range of equally acceptable models, then
the tolerance conditionals pn → pn+1 are each not true in all of the acceptable
models, they are each true in the overwhelming majority of such models, and per-
haps this is enough for a kind of acceptability. However, any account that takes
a range of evaluations to be a model of truth simpliciter comes at its own costs.
In any case where p is true in some acceptable valuations and ¬p is true in oth-
ers, then p ∨ ¬p is true in all of them, but neither p nor ¬p is also true in all of
them. So, if we identify truth simpliciter with truth in all acceptable models (as
the supervaluationist would have it), then we must revise the logic of disjunction,
by rejecting the claim that A ∨ B is true iff A is true or B is true. Similarly, p is
true in some acceptable valuations, and ¬p is true in some acceptable valuations,
but p ∧ ¬p is true in none of them, so if we identify truth simpliciter with truth in
some acceptable valuation (as the subvaluationist would have it), then we reject the
claim that A∧B is true iff A is true and B is true. This is not the end of the story for
the supervaluationist, but it is agreed that providing an account of how a range of
valuations is to be related to coherent account of logical consequence is a difficult
task [71].

Logically conservative approaches are to be distinguished from logically revision-
ary approaches, which point to the logical inference steps as opposed to the non-
logical inference steps in the argument. Although there is a core of consensus
among classical responses to the paradoxes, there are enough complications in
each of the logically conservative approachs to make the option of looking else-
where an attractive one. Since logical consequence can be understood both proof-
theoretically and model-theoretically, and since both proof-theoretic and model-
theoretic considerations have been raised to give an ‘answer’ to the questions raised
by the paradoxes, I will examine both approaches in turn, starting with approaches
that take their cue from models.

3. logical revision: modelfirst

Return to the sorites paradox, and the difficulty that we had in assigning an
evaluation to the vague predicate in a single model that respects the tolerance con-
ditions that pi → pi+1 never be false. A natural thought in the light of vagueness
is to take it that some of the pi are simply true, others are simply false, but some
claims, in some indeterminate middle, are in some kind of third zone between
truth and falsity. Let’s model this by allowing for formulas to take an intermediate
value—n. Having an extra semantic value to give to sentences like the liar would
also allow us to give a different response to the semantic paradoxes, so we focus on
this for the moment. If we retain the traditional two-valued interpretation of truth
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conditions for the connectives like this:

• m(A ∧ B) = 1 iff m(A) = 1 and m(B) = 1,
m(A ∧ B) = 0 iff m(A) = 0 or m(B) = 0.

• m(A ∨ B) = 1 iff m(A) = 1 or m(B) = 1,
m(A ∨ B) = 0 iff m(A) = 0 and m(B) = 0.

• m(A → B) = 1 iff m(A) = 0 or m(B) = 1,
m(A → B) = 0 iff m(A) = 1 and m(B) = 0.

• m(⊥) = 0.

but we allow for atoms to receive the third value n, we can retain these clauses. For
example, if m(p) = n then m(¬p) = n and m(p ∨ ¬p) = m(p ∧ ¬p) = n too.

With these three-valued valuations at hand, the task of defining what it is for
a model to provide a counterexample to an argument becomes more complicated.
Each valuation m provides a tripartite verdict for formulas, and so, we have more
options for a definition of validity. Different options will give different analyses of
the paradoxes. Start with validity in Kleene’s (strong) three-valued logic, defined
by setting X ⊨K3 A iff whenever m(B) = 1 for each B ∈ X, then m(A) = 1

too [31]. K3-validity takes truth to consist in bearing the value 1, and validity is
preservation of truth. On this view, if A and ¬A are both neither true nor false,
then so is A ∨ ¬A. So, on this analysis, if pi is a statement saying that a given
borderline item on the strip is red, then pi ∨ ¬pi is also a borderline statement.
The approach to the logic of the connectives is now highly non-classical. However,
it does not provide a counterexample to the sorites paradox, for modus ponens is
K3-valid for the conditional. In the case the strip’s statements pi trend from 1 to
n to 0 as we go from left to right, at the very least the conditionals pi → pi+1

are never false (i.e. 0), since we never have a conditional whose antecedent is 1 and
consequent 0, but many of the conditionals will be evaluated as n, so K3 is no help
if we wish to render the sorites argument invalid.

However, the reasoning does break down in the case of the liar paradox or
Curry’s paradox, if we evaluate the proofs by the canons of K3-validity. In par-
ticular, ¬I is K3-invalid in the following sense: We may indeed have X,A ⊨K3 ⊥,
if no valuation makes each member of X, and A have the value 1. This does not
mean that we must have X ⊨K3 ¬A. On the K3 approach, the liar paradoxical
reasoning breaks down. It is consistent to assign Tλ the value n, in which case it
has the same value as its negation, and the same could go for Curry paradoxical
reasoning: →I is similarly K3-invalid.

However, K3 is not the only way to interpret these tables. We could instead
take an argument to have a counterexample when in some valuation where the
conclusion is assigned the value 0 and the premises are each assigned a value other

than 0. This is equally a generalisation of classical logic, and on this perspective,
A∨¬A is now valid (it is never assigned 0), but have A∧¬A no longer entails⊥.
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An assignment giving A the value n now (weakly) satisfies A ∧ ¬A, in the sense
that this formula is never assigned the value 0. The resulting logic is Priest’s Logic

of Paradox, LP [46]. In LP, liar-paradoxical argument also breaks down, not at the
¬I step, but rather at ¬E, since A,¬A ̸⊨LP ⊥. Here, the liar paradox does not
fall into a truth-value gap. It is rather in the glut, which may be understood as an
overlap between truth and falsity [49].

Instead of pursuing the different applications of gaps and gluts [4, 6, 14], we
will pause to consider one of the most elegant formal properties of such models.
We have seen that the trivialising proofs fail to be K3 and LP valid. This should
give us some hope that expanding our scope to these models gives us some way of
modelling semantic concepts like a robust truth predicate without collapse into
triviality. Some paradoxical proofs fail in K3 and in LP, but this does not mean
the strong principles of truth or property abstraction are paradox-free on these
lights. To show that these logics are safe for unrestricted truth or property abstrac-
tion, we need to do more. We can turn to an ingenious model construction tech-
nique, due independently to Brady [7], Gilmore [21], Martin and Woodruff [35],
and Kripke [32], that shows that no trivialising argument like this is possible, given
these three-valued valuations, interpreted either in the K3 manner or the LP man-
ner. We can construct a model in which T⌜A⌝ is always assigned the same value as
A, even in the presence of fixed point sentences such as λ.

The details are subtle, but it is not too difficult to sketch the key ideas of the
construction.8 The most important insight is that we can think of our semantic
values, 1, n and 0 as “ordered” with n ⊏ 1 and n ⊏ 0, but with 0 and 1 incom-
parable by ⊏. The key idea is that n is less specific as a value than either 0 or 1.
Each connective respects this order in the following way. If we think of valuations
as similarly ordered (so m1 ⊑ m2 iff m1(p) ⊑ m2(p) for each atom p) then this
ordering extends to the entire language: m1(A) ⊑ m2(A) for every formula A,
made up out of ∧, ∨, ¬,→ and⊥.

Using this fact, we can construct models for semantic notions like the truth
predicate that validate the T I/E rules. In particular, this construction makes mod-
els for the truth predicate that ensure that m(T⌜A⌝) = m(A) for each formula A.
We define our model m like this: start with a model m0 that interprets the original
language however we like, except that each T-sentence has the value n. A process
of refining the interpretation of T , step-by-step, by assigning T⌜A⌝ at a new stage
whatever we assigned A at the previous stage, will make the T predicate more and
more refined, without ‘un-refining’ anything else in the language (because each of
the logical connectives respects the refinement ordering). This process must have
a limit, where any new stage is exactly as refined as the previous one, and no new
refinement is possible. This is our model m where m(T⌜A⌝) = m(A), a model in
which the T I and TE rules are satisfied.

This construction is independent of our choice of logic. All that is required is
in models, the connectives be appropriately respectful of the ordering⊑. There is

8For a quick overview of the proof, see my Proofs and Models in Philosophical Logic [56], Section 3.2.
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nothing in this construction about the appropriate notion of counterexample that is
used. This construction applies to the logics K3 and LP, since these are merely two
different ways to interpret models liek these. Since in any such model, Tλ must be
assigned n, from the point of view of K3, this is a model in which the liar is neither
true nor false. But for LP, this is a model in which the liar is both true and false.

The model similarly, does not simply tweak the behaviour of one or other con-
nective. It treats them all equally, in the sense that all have to respect the ordering
⊑. This means that the logic of negation and the conditional are both revised. This
is essential to the construction.9 Defenders of truth value gaps and truth value
gluts each have reason to take the semantics of the conditional delivered here to
be less than we could hope for. For K3, we have ̸⊨K3 p → p, since we can assign
p the value n. Yet, even given truth-value gaps there seems to be a sense in which
if the liar is true, then the liar is true. It is just that this sense of “if” cannot be
encoded by the conditional of K3. Similarly, in LP, we have counterexamples to
modus ponens. Models m where m(p) = n and m(q) = 0 ensure p, p → q ̸⊨LP q.

There is no good way to repair the truth tables while keeping (a) the K3 or LP

notions of counterexamples, (b) keeping the “classical” behaviour of the truth table
of the conditional for the inputs 0 and 1, and (c) preserving monotonicity over⊑.
So, there is a strong constraint, given by monotonicity, on the evaluation condi-
tions for conditionals in logics with gaps and with gluts.

The lacuna with conditionals might call into question the entire enterprise of
3-valued interpretations. One way to understand our options is to notice that not
only does the conditional fare badly with respect to monotonicity, but so does the
notion of counterexample for K3 and LP. Given that→, with its traditional evalua-
tion table is monotonic, we should not be surprised if does not fit well with K3 and
LP validity, at least when understood as a conditional.

However, inspired by the truth table for →, we could say that a model m is a
counterexample to the argument from X to A when m(B) = 1 for each B ∈ X, and
m(A) = 0. That’s when we have refuted the argument from X to A. This notion
is monotonic, because it will not be revised away as any formulas evaluated n are
refined into either 0 or 1, since each premise is settled as 1 and the conclusion is
settled as 0. For this notion of (in)validity, once a model refutes an argument, any
refinement of that model refutes the argument, too.

The picture of validity that results when we take a counterexample in a three-
valued model to require that the premises be assigned 1 and conclusions 0, is called
ST -validity, for Strict/Tolerant validity [11]. On one interpretation, we can think of
a formula assigned 1 as being true, when measured to a strict standard of evalua-
tion, while a formula assigned 0 fails to be true, even when measured to a tolerant

standard. The formulas assigned n are those that are not strictly true but not tol-
erantly untrue. In other words, they are are tolerantly true but not strictly true.

9However, more complex constructions can be developed to provide more complicated models
in which connectives with other behaviour are defined [8, 9, 16].
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Since negation flips 1 to 0 and back, we can think of the formulas assigned 0 as
strictly false. The formulas assigined 1 or n are (at least) tolerantly true, while the
formluas assigned n or 0 are (at least) tolerantly false An ST-counterexample is a
clear counterexample: an assignment according to which the premises are strictly
true and the conclusion is strictly false, so for an argument to be valid, whenever
the premises are strictly true, the conclusion is at least tolerantly true. Hence, ST

validity.
On this view of counterexamples, both reflexivity ( � A → A) and modus po-

nens (A, A → B � B) remain valid, A → A never has the value 0 in any model, so
it has no counterexample. In no model can we assign A and A → B the value 1

while assigning B the value 0. In fact every classically valid argument X�A is valid,
under ST semantics. If we had some m where m(X) = 1 and m(A) = 0 then sim-
ply refine m into a classical evaluation m ′ assigning 1 or 0 to each atom, and by
monotonicity m ′(X) = 1 and m ′(A) = 0, and this remains a two-valued coun-
terexample to our argument. This is a way to preserve all of the valid inferences of
classical logic, while keeping fixed points for the truth predicate.

However, we have no proof of a contradiction from this starting point, because
our model construction still applies. We can assign T⌜A⌝ and A the same values,
and Tλ (and its negation) the value n, with no contradiction arising. How, then,
does the paradoxical proof break down?

The proof fails at the last ¬E step. In our paradoxical reasoning, we can indeed
show that from λ = ⌜¬Tλ⌝, that ¬Tλ. (In any model in which λ = ⌜¬Tλ⌝ is
assigned 1, Tλ and ¬Tλ are assigned n: so this step is ST-valid in our models.) We
similarly have the proof from ¬Tλ to Tλ for exactly the same reasons. However, we
cannot chain these two proofs together to infer⊥, even though the inference from
Tλ,¬Tλ to⊥ is also ST-valid! In general, ST-validity cannot be chained together.
We can have A ⊨ST B and B ⊨ST C without having A ⊨ST C.10

Here we have one model-theoretic construction which can be interpreted in
three different ways, depending on the treatment of the intermediate value n. If it
is treated as a gap we have K3, if it is a glut we have LP, and if it can not feature in a
counterexample at all, whether as a premise or a conclusion, we have ST . The one
construction gives three very different diagnoses of the liar paradox, and related
semantic paradoxes.

* * *

Let’s end this section of revisionary model-theoretic interpretations of the para-
doxes by applying the ST interpretation to the sorites paradox, because the di-
chotomy between strict and tolerant truth provides a distinctive way to read the
sorites reasoning. As before, with K3, the sorites argument is still valid, even by
ST lights, since if the premises are all strictly true, the conclusion is also strictly
true and hence, also tolerantly true. However, this is not the only thing we can say

10For one example, suppose B receives the value n on every evaluation, while A is 1 and C is 0.
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concerning the paradox by ST lights. We could diagnose the appeal of the para-
doxical reasoning by saying that by ST lights, the premises are all at least tolerantly

true (if the truth values are first1, thenn then0when evaluated from left-to-right),
since we never have a tolerance conditional that has a strictly true antecedent and
a strictly true consequent. The tolerantly true premises do not lead to a tolerantly
true conclusion, however, so the one model gives a different kind of failure, which
is not ST invalidity, but is a failure of preservation of tolerant truth.

Now, this is an appealing range of semantic options, which gives us a range of
different perspectives from which to view the semantic paradoxes. However, they
do not come without their own costs. We have seen that K3 and LP are without a
well behaved conditional connective. In ST logical consequence is not transitive.
Our Liar derivation tells us that λ = ⌜¬Tλ⌝�Tλ and λ = ⌜¬Tλ⌝, Tλ� . We do not

conclude from this that λ = ⌜¬Tλ⌝must fail. The derivation tells us that–given
λ = ⌜¬Tλ⌝–Tλ is not strictly true (it cannot be assigned 1) but is tolerantly true (it
is not assigned 0).

This is one example of how we might find a single logical principle which fails in
our paradoxical reasoning, despite the fact that the Curry-paradoxical proof and
the liar-paradoxical proof share no logical vocabulary. In ST , logical consequence
is not transitive, and our proofs fail at points where two proofs are composed in a
‘Cut’ step. In the case of the Curry proof, this is the last→E step, for we can prove,
from property principles alone that c ε c → p is at least tolerantly true, and we can
also prove that c ε c is tolerantly true. However, the tolerant truth of c ε c and
c ε c → p is not enough to prove the tolerant truth of p, and so the derivation is
blocked at the last step.

The one logical principle rejected, on ST grounds, in the paradoxical reason-
ing is not, really, any of the connective rules, when understood in isolation. In one
sense it is a structural rule, the composition of proofs. This is a good place to con-
sider other ways that revisions to logical principles have been proposed, and that
is to consider other structural rules.11

11It is worth mentioning that the transitivity of logical consequence, or the Cut rule, is not the
only structural rule that has been interrogated as a suspect in paradoxical proofs. There is a dual
logical principle, the reflexivity of logical consequence, (or the Identity rule in the sequent calculus),
which can also be blamed [19]. It is harder to see, in a natural deduction proof setting, where the
identity rule has been applied, but it corresponds to the unrestricted availability of assumptions.
If a natural deduction proof from premises X to conclusion C corresponds to a derivation of the
sequent X � C, then the underivability of the sequent A � A means that the formula A standing as
its own assumption and its own conclusion, cannot be a well-formed natural deduction proof. For
then non-reflexive treatment of the liar paradox, the natural deduction ‘proof ’, fails at the first time
Tλ is assumed, since the sequent Tλ � Tλ fails. Space does not allow for a further discussion of this
approach, save to say that in the three-valued setting, a non-reflexive treatment can be modelled by
the dual TS (Tolerant/Strict) notion of consequence. A counterexample to an argument is a valuation
in which the premises are at least tolerantly true (assigned n or 1) while the conclusion fails to be
strictly true (so is assigned either n or 0). When a paradoxical sentence, like Tλ is assigned n, the
model serves as a counterexample to the argument from that sentence to itself.
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4. logical revision: proof first

As we have seen, a closer analysis of the paradoxical proofs shows that despite
the lack of any shared inference rules, there are certain logical principles at work
in these paradoxical proofs. One option is the behaviour of proof composition, as
brought to light by considering ST . But there are others.

The most noticeable logical principle in common to both proofs is known as the
principle of contraction. In both the liar and the Curry proof, two occurrences of
the one assumption are discharged at once. In the liar reasoning, the assumption
Tλ is made twice, to prove the contradiction ⊥. Both instances are discharged,
to conlcude ¬Tλ. For the Curry paradox, the assumption c ε c is made twice,
to prove p. Both instances are discharged, to prove c ∈ c → p. If we restrict
assumption discharge by demanding that only one assumption be discharged at
any time, then these paradoxical proofs would fail.

Not only is contraction present in both of our paradoxical derivations: it can
be shown that if we prohibit it, then adding the T and ε rules to our proof rules for
the connectives and quantifiers cannot result in a proof of a contradiction or of an
arbitrary formula. A more detailed analysis of proofs can show that in the absence
of contraction, there is no no proof of contradictions using the logical rules and the
T or ε rules. Proofs using the T rules and the ε rules may be normalised, using these
reductions:

Π
A

T I
T⌜A⌝

TE
A

⇝ Π
A

Π
A(t)

εI
t ε {x : A(x)}

εE
A(t)

⇝
Π

A(t)

In these reductions, the intermediate formulas (here T⌜A⌝ or t ε {x : A(x)}) may
be no more complex than the formulas on either side. In the case where t ε {x :

A(x)} is c ε c (from the Curry paradox) the formula is inferred from c ε c → p

which is more complex than the introduced formula. Reducing the proof does not
involve cutting out a local maximum in complexity. The reduction simplifies the
proof by making the proof strictly smaller.

The truth and membership rules, then, are well behaved from a proof-theoretic
perspective on one measure: normalising these detours shrinks the proof. In the
presence of contraction, normalisation steps sometimes enlarge proofs, but if we
ban contraction, then simplifying a detour always shrinks a proof, and so, we can
totally eliminate detours in proofs, even in the presence of the T and ε rules.

So, without contraction we know that if there is a proof (even using our T or
ε rules) for X � A, then there is a proof for X � A with no detours. However, it is
not difficult to show that normal proofs satisfy the subformula property. So, there
can be no paradoxical derivations of arbitrary conclusions using these rules, since
there is no normal proof of an atomic formula p (or⊥) from no premises. Since p

and⊥ have no subformulas at all, no introduction or elimination rules could fea-
ture in any such proof satisfying the subformula property. So, the addition of our
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truth or class rules cannot interact with our logical vocabulary in this devastating
way, if we reject contraction.12

* * *

It is worth saying something about the connection between contraction and the
sorites paradox. Again, as with ST , the response to the paradox is not that the
sorites paradoxical argument as stated above is invalid. As before with ST , also in
the absence of contraction,→E remains valid. However, this does not mean that
the distinctions drawn in the absence of contraction are without use in diagnosing
the oddity of the sorites reasoning. For though the argument is valid, this does not
mean that the sorites conditional:

p1 ∧

9999∧
i=1

(pi → pi+1) → p10000

must be true, for here, the antecedent formula must be used many times to obtain
the consequent, and demanding that this come for free from the validity of the ar-

gument is equivalent to applying contraction many times. Though the argument
is logically valid, this does not mean that granting each of the premises individ-
ually (which might not be equivalent to granting them together) must be enough
to justify granting the conclusion. More must be done here to develop a coherent
picture of the semantics of vague predicates on contraction-free lines understood
proof-theoretically, but there seems to be some hope the distinctions drawn on
a contraction-free account of logic might be a worthwhile perspective on vague-
ness.13

5. on anti-exceptionalism: further subdividing the territory

So far, this essay has examined the significance of responses to the paradoxes
for the development of logic. Either commonly accepted logical principles are kept
fixed, and difficult decisions are made concerning the behaviour of truth, set/class
membership, vague predicates,and more, or the paradoxes are taken to be a moti-
vation for the revision of commonly accepted logical principles. Some who take the

12It is worth mentioning here that the normalisation of proofs involving the naı̈ve T or ε rules is
at the heart of yet another account of the paradoxical concepts, Neil Tennant’s account of relevance
and paradox in his Core Logic [69, 70]. For Tennant, logical consequence is relevant in the following
sense. If the argument from X to A is valid in the Core Logic sense, then each member of X and
A pays its way: for no proper subset X ′ of X is the argument from X ′ to A valid, and neither is the
argument from X to ⊥ (when A is not ⊥, anyway). Relevant validity in this sense is not transitive,
since from p,¬p we can prove⊥ and from⊥we can prove q, but it is not the case that from p,¬p we
can prove q. On this account, when it comes the Curry paradoxical proof, we can successfully derive
c ε c → p in the left branch of our proof, and we can successfully derive c ε c in the right branch, as
these are both normal proofs. However, adding these two derivations together in an elimination step
constructs a non-normal proof of p, and this is the step that Core Logic rejects. Proof composition
fails at the steps that can create non-normal proofs, and the paradoxical derivation is rejected at the
final→E step.

13For a start on such an exploration, I recommend John Slaney’s “A Logic for Vagueness” [62].
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revisionary path do so by proposing different models, providing counterexamples
to traditional logical principles, while others propose a different understanding
of proof, which attempt to isolate the error in the paradoxical derivation in some
logical or structural principle. Each such approach, whether conservative or revi-
sionary, brings with itself commitments concerning the roles of proofs and models
in the development of the metatheory of logical consequence, and the significance
of proofs and models for questions of meaning and of epistemology. However,
these are not the only ways that the paradoxes have philosophical significance: the
very idea of proposing some revision of logical theories raises important questions
concerning the relationship between logic, semantics, epistemology and method-
ology [10, 50, 60].

One way to reflect on the norms governing potential logical revision is to re-
late our topic to the contemporary discussion of whether logic is to be understood
as a distinctive body of knowledge with its own norms, or whether it is contin-
uous with the rest of science. This is the debate over exceptionalism and anti-

exceptionalism [26,52,74]. Anti-exceptionalists understand the development of logic
to be of a piece with the development of other scientific theories, and so, the epis-
temology of logic is not to be understood as exceptional in any way. Just as scien-
tific theories are regularly revised in the face of recalcitrant evidence, logical the-
ories may be revised in the same way, and just as scientific claims are justified in
a holistic manner, logical claims may be justified on holistic grounds, as the best
available account of the phenomena under consideration. As Hjortland describes
anti-exceptionalist accounts of logic, they not only take logical theories to be con-
tinuous with the rest of the sciences, and justified in the same way as other scien-
tific theories, they also, as a result, reject the traditional account of logical princi-
ples as analytic and a priori [26, p. 631], since claims of logic are open to revision
and may perhaps be justified only on abductive grounds.

It is natural to think that in the debate over the paradoxes, it is the revisionists
who would be anti-exceptionalists, and the conservatives, exceptionalists. This is
not the case. The boundary between exceptionalists and their rivals is orthogonal
to the boundary between conservatives and revisionists in response to the para-
doxes. I will end this essay by explaining this difference between the distinctions,
in order to clarify the possible lessons we might learn for the connections between
logic and epistemology.

* * *

We can see that not all logical ‘conservatives’ are exceptionalists by attending
to the case of Timothy Williamson, who is not only a paradigm case of an anti-
exceptionalist, but one who has used their account of the abductive justification of
logical principles to argue that one should be conservative, rather than revisionary,
about logical principles in the light of the paradoxes. Williamson’s conservative
response to the paradoxes is motivated by his distinctive understanding of what
logic is [76–79]. Williamson proposes a deflationism about logic: logical laws are
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general truths, in which all non-logical content is generalised away. To say that
the law of non-contradiction holds is not, at first, or at root, to say that contradic-
tions are not true of necessity, or that it is provable ¬(p ∧ ¬p), but rather, simply,
that ∀p¬(p ∧ ¬p). This is a general truth in which any non-logical content has
been universally quanitified away. (See his “Is Logic about Validity?” in this vol-
ume.) Logical truths are simply true generalities, and our methods for discovering
which generalities hold is not a distinctive faculty of deduction or reflection on
meaning or necessity, but encompasses all the methods we use to ascertain truths
of whatever sort. Logical truths are not truths about a special domain: they are
everyday truths, but with a very wide generality.

It follows that logical truths understood in this way, being maximally general,
and in a sense, about everything whatsoever, play a special role in our theorising.
If we have to choose between revising a view about logic and a view about, the be-
haviour of a single predicate (the truth predicate, for example), the more manage-
ble theoretical change is to revise the latter, rather than the former, since it will be
connected to fewer commitments [79]. So, Williamson argues that an abductive
methodology for logic leads to a logically conservative response to the paradoxes.14

Of course, anti-exceptionalists can be revisionists concerning logic. Graham
Priest’s defence of LP, discussed above, is motivated on abductive grounds [46,
49]. While Priest’s account of logic differs substantially from Williamson’s, in that
Priest takes it that a logical theory is fundamentally about deductive validity. (See
Chapter 10 and 11 of Doubt Truth to be a Liar [48, Chapters 10 and 11] for a presen-
tation of Priest’s methodology.) Alongside this different account of what a logical
theory is fundamentally about, comes a different judgement about the costs and
benefits of logical revision. If logic is about validity, it is unsurprising that revis-
ing our account of this one notion in response to the paradoxes may seem, at least
prima facie more manageable than revising our theories of truth, reference, prop-
erty ascription, class membership, vague predicates, and so on.15

* * *

Let’s turn to the other side of the coin, to consider exceptionalism. What could
make logic not continuous with the sciences? It is not to say that logic is wholly
unlike the sciences, for logic (like mathematics), plays some kind distinctive role
as a part of scientific theorising. When we talk about logic we have some sense of
what we are talking about, and it is distinct from when we are talking about other

14Note, although Williamson’s view is ‘conservative’ in that he takes the lesson of our paradoxical
arguments to be a revision of our pre-theoretical commitments about non-logical notions, rather
than logic, his view is logically revisionary in another sense. For Williamson, since ∃x∃yx ̸= y is
true, and since it contains no non-logical terms, it is a thesis of logic. This is a non-classical logical
commitment, in that the view departs from the judgement of classical first-order predicate logic.

15Space does not permit me to discuss other anti-exceptionalist revisionists further, but it seems
to me that the epistemology of logic for other revisionist programmes of Zach Weber [72, 73], and
Hartry Field [16] both count as broadly anti-exceptionalist, though the details in each case differ
significantly.
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features of theorising. Here, the relevant distinction between the exceptionalist
and the anti-exceptionalist is one of the epistemology of logic, and whether logic
has any distinctive epistemic role to play in theorising.

Here we must be careful, however, to distinguish between different kinds of
justification and different kinds of claims. Of course, the development of theories
about logic are scientific theories in their own right, but the epistemic status of a
theory of logic (which may well use abductive justifications, like any other form of
justification in the development of a scientific theory) is not the same thing as the
epistemic status of any of the individual deliverances of that theory. The epistemic
status of some formalisation of of a mathematical theory as a whole is not the same
thing as the epistemic status of the judgement that 2+2 = 4; the epistemic status
of someone’s deduction of the conclusion q from the premises p and if p then q

is not the same as the status of their theory of logic, if indeed they have a theory
of logic. The epistemic justification of a theory as a whole is not to be identified
with the justification of some claim that may happen to be a part of the theory,
but which could be made independently of the rest of the theory. With that scene-
setting done, what can we say about exceptionalist views of logic?

One well-worked-out contemporary framework which finds a special epistemic
role for logical concepts is that of the intuitionist type-theorist, Per Martin-Löf. On
his account of logic, core logical concepts like the connectives, quantifiers, iden-
tity and the like are defined by means of their inference rules, and a proof from
some premises to a conclusion gives you the means to transform warrant from the
premises into warrant for the conclusion [36–38]. Here, the account of logic is one
that takes the inference rules to be definitions of the concepts involved, and that
takes a proof of a claim to provide the means to know the conclusion a priori. For
theorists like these, the definitions ground and justify the inference rules used in
the paradoxes, and on this account, they are definitions. The paradoxical deriva-
tions are evidence that we cannot take the rules for truth (or class membership)
as defining those concepts, since their addition is not a conservative extension to
our underlying vocabulary, and so they cannot count as a definition, unlike the
logical concepts which do provide a conservative extension. This is a very differ-
ent account of the epistemology of inference, at the level of the individual proof,
rather than restricting the epistemology of logic to the level of the logical theory as
a whole.16

While it is most easy to understand the scope for exceptionalism on epistemic
grounds for those who take proof to play a distinctive epistemic role, it is possi-
ble for someone who as a representationalist or model-theoretic semantics to be
equally exceptionalist concerning logical validity. If, for example, you had a view

16The distinction here is a sharp one. Neither Williamson nor Priest give an account of the role
of proof in demarcating the boundary of what counts as logic. In Williamson’s defence of the logical
validity of ∃x∃yx ̸= y there is no account of what it might be to prove ∃x∃yx ̸= y in some system of
proof which is sound and complete for this notion of logic. Priest, too, gives short shrift to proofs as a
means for characterising logical consequence, and he does not look to proof as having any distinctive
epistemic role [48, §11.3].
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of propositional content according to which propositions were (or were correctly
modelled by) sets of possible worlds,17 such that any set of possible worlds counted
as a proposition [33,64], then it seems like a very quick step from here to consider-
ing a notion of entailment as defined by way of subsethood between propositions,
and logical connectives as defined by the set theoretic operations of intersection,
union and complement, so that the traditional logical notions count as wholly an-
alytically definable on some underlying structure.

However we understand this kind of exceptionalism, and whatever its prospects,
it seems clear that it fits naturally with the conservative response to the paradoxes,
since logical revision is not at stake. However, even our last option—the excep-
tionalist revisionist—is not only conceptually possible, but has been defended in
recent years. This is easiest to see in the case of the proof-first epistemology of
Martin-Löf. You might be drawn to general picture, according to which the proofs
generate warrants, and allow for the a priori knowledge of the conclusions, but
think that nonetheless, the paradoxes show us that we have misidentified exactly
what the deliverances of logic are. In the light of the non-classical response to the
paradoxes, you may wonder whether Martin-Löf ’s commitment to the structural
rules of contraction, cut and identity, is itself unproblematic. In the light of the
paradoxes, you may reject one of these principles, and adopt an account of proof
differing from the orthodoxy.

Uwe Petersen has adopted position of this form [41, 42, 44]. For Petersen, the
paradoxes show us that the contraction rule cannot be unrestrictedly valid, and
that on a contraction-free understanding of the structural basis of inference, the
logical notions can be introduced by definition by their inference rules. Along with
Martin-Löf, Petersen can agree that the logical concepts are given by definition,
and that logical deduction has itsa own epistemic power. In his discussion of what
is involved in rejecting the classical account of the behaviour of logical connectives,
Petersen isolates the distinctive role of the structural rules. “My point is that while
the theoretical constants may well be something like “free conventions”, the struc-
tural rules are not. They contain ontological assumptions.” [43, p. 1593] According
to Petersen, we discovered that the contraction rules fail. The paradoxical deriva-
tions are (if we treat them correctly) evidence enough for this conclusion. However,
the logical concepts (negation, conditional, quantifiers, etc.) may still be under-
stood as freely and conventionally introduced relative to the underlying basis of
the structural rules.18

Perhaps the a similar account of the exceptional nature of logic, despite logical
revision, could be told model-theoretically, though this is not simply a matter of

17Or states or scenarios or points or whatever else—the details of what these items are does not
matter here.

18As far as I can ascertain it, the research team of Pablo Cobreros, Paul Egré, David Ripley and
Robert van Rooij [12,58] do not take a stand the exceptionalism debate, but there is a way of defending
their position that takes the paradoxes to be good grounds to reject the Cut, but then to take the
logical vocabulary to be analytic in the sense of being totally determined by their defining inference
principles, relative to this basis.
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taking propositions to be three-valued analogues to the implicitly two-valued logic
of propositions understood as sets of possible worlds. For logical principles to be
understood as arising out of underlying structure by means of definition, you need
to not only explain why the underlying structure is one in which paradox-resistent
concepts (like the logical concepts given a three-valued semantics above) can be
defined, but you also must give an account of how paradox prone concepts cannot

be defined.19 (Perhaps the fixed-point construction discussed above, and the role
of the specificity ordering ‘⊑’ might give some insights here, but I must leave this
for another time and place.)

Regardless of whether a revision is to be understood by way of models or by
way of proofs, the resulting perspective on how the revision is to be understood
is analogous to another kind of revision of a theory that had been understood to
have an a priori epistemic status, the revision from Euclidean to non-Euclidean ge-
ometry in the 19th and 20th Century. One response to such a revision is to admit
that geometric claims are not knowable a priori, but are all subject to a posteriori

justification in the light of observation. However, such a response to the revision
of geometric claims is altogether too quick. After all, even though in the light of
evidence it was clear that the parallel postulate might turn out to be false in phys-
ical three-dimensional space, that does not mean that all geometric judgements
must suffer the same fate. It might be that some geometric judgements (for ex-
ample, the claim that for any two points there is exactly one line passing through
those points) are knowable a priori, because they help constitute the concepts of
point and line. Such was the approach of the neo-Kantians and their account of
the nature of spatial judgements [20, p. 71]. On this account, some spatial judge-
ments were synthetic a priori, even when the mathematicians showed us that non-
Euclidean spaces were coherent and consistent, and Einstein, further, showed that
space might actually be non-Euclidean. The neo-Kantian account of this concep-
tual revision proceded in this way: The evidence (in this case, the findings of sci-
ence, as per Einstein) showed that their original account of what we could know a

priori was mistaken. Upon reflection, in the light of the new evidence, they agreed
that the parallel postulate was not as fundamental as the others, and that it was not
ever known a priori, since we now see that it might well be false. The other postu-
lates still, though, are still known a priori and help constitute what it was to be able
to make spatial judgements, and play a role in identifying what it is for judgements
to be about points and lines and not about something else.

A similar account, then, might be made by the exceptionalist but revisionist
logician. The structural properties governing proof and deduction arise out of the
norms governing assertion, denial, and inference, or whatever is involved in the
practice of making judgements at all. We might think that all of the structural rules

19It is not enough to say that a proposition is (modelled by) a tripartite division on states. You
must explain why not every such tripartite division counts as a proposition, since if it does, then for
any proposition, we could define its exclusive negation, a proposition that is valued 1 just where the
original proposition is not valued 1, and the liar paradox would return, when couched in terms of
exclusive negation.
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of identity, weakening, contraction and Cut hold for this account of deduction (just
as we might think that the parallel postulate hold for spatial judgements) but we
learn in the light of the paradoxes that either Cut (for the defender of ST ) or con-

traction (for the contraction-free theorist) or some other structural rule may be jet-
tisoned coherently. The traditional rules for the connectives and the quantifiers
are definitional for the concepts they introduce, and the paradoxes (both semantic
paradoxes and the sorites) show us that while we might have been led to believe20

that the rules of Cut and contraction hold in virtue of the very idea of a practice of
assertion and denial, these are extra commitments about the practice of deduc-
tion may be rejected. On this view, there remains a principled boundary between
the domain of the logical, which is analytic and topic-neutral, and the non-logical,
while something that had been thought to be a princple of logic is rejected.
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